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In the discussion section of my morning talk, I mentioned things like

- Parameter selection
- Data scaling

Such issues are related to an automatic procedure for users
I believe this is a good direction, though it may be something beyond the scope of LIBLINEAR.

Further, can we even improve the whole machine learning process?
Distributed Linear Classification

- It’s not clear how important distributed linear classification is as you can always subsample a set to one machine
- Through the release of distributed LIBLINEAR, we hope to understand more from users
- We are working on adding the code to Spark’s machine learning library MLlib